
w . 
i 

I L 

N65-23 739 
P 
c 

ICODEI 

z 3 
IarEaonn 

- - - _  - .  

Technical Report No. 32-447 

Technique fw  Opiimum Vafue Contful 
Po wered flight Trajectories 

(Revision No. I )  

C. G. Pfeiffer 

GPO PRICE $ 

OTS PRICE(S) $ 

Hard copy (HC &/@ 
Microfiche (MF) t ~ 5 p  

JET P R O P U L S I O N  L A B O R A T O R Y  

PAS A DEN A,  CALI FO RN I A 

C A L I F O R N I A  I N S T I T U T E  O F  TECHNOLOGY 

M97 1, 1965 



Technical Report No. 32-447 

A Tecbnique for Qptimum Final Value Control 
of Po wered Fligb f Trajectories 

(Revision No. 7) 

C. G. Pfeiffer 

T. W. Hamilton, Manager 
Systems Analysis Section 

J E T  P R O P U L S I O N  L A B O R A T O R Y  
C A L I F O R N I A  I N S T I T U T E  O F  TECHNOLOGY 

P A S A D E N A ,  CALIFORNIA 

May 1 ,  1965 



Copyright0 1965 
Jet Propulsion Laboratory 

California Institute of Technology 

Prepared Under Contract No. NAS 7-100 
National Aeronautics & Space Administration 



JPL TECHNICAL REPORT NO . 32-447 

CONTENTS 

1 . Introduction . . . . . . . . . . . .  

II . FormulationoftheProblem . . . . . .  

111 . A Geometrical Interpretation of Optimality 

IV . Controllability . . . . . . . . . . . .  

V . LeastSquaresContrd . . . . . . . . .  

VI . AscentGuidancelntoOrbit . . . . . .  

VI1 . TheMinimumTimeTrajectory . . . . .  

VIII . Minimizing Velocity To Be Gained . . . .  

IX . Conclusion . . . . . . . . . . . . .  
References . . . . . . . . . . . . . . .  

Appendix . . . . . . . . . . . . . . . .  

. . . . . . . .  1 

. . . . . . . .  2 

. . . . . . . .  4 

. . . . . . . .  6 

. . . . . . . .  7 

. . . . . . . .  8 

. . . . . . . .  12 

. . . . . . . .  13 

. . . . . . . .  14 

. . . . . . . .  14 

. . . . . . . .  15 

FIGURES 

1 . The powered flight trajectory . . . . . . . . . . . . . . . .  
2 . The boundary function space for r = 1 

2 

. . . . . . . . . . . .  4 

3 . Geometrical interpretationof leastsquarescontrol . . . . . . . .  7 

5 . Boundary function space for the ascent guidance problem 

6 . The transformation andstandardsteering angles . . . . . . . .  10 

4 . Geometrical comparison of two control schemes . . . . . . . . .  8 

. . . . .  9 

7 . Eigenvalues of the M (to) matrix . . . . . . . . . . . . . . .  10 

8 . Impulse response function 77: (t) for various initial times to . . . . . .  10 

11 9 . Impulse response function 7: (t) for various initial times to . . . . . .  
10 . Final values of altitude variation resulting from various 

initial condition disturbances . . . . . . . . . . . . . . . .  11 

1 1 . Final values of horizontal speed variation resulting from 
various initial condition disturbances . . . . . . . . . . . . .  11 

111 



I 
JPL TECHNICAL REPORT NO. 32-447 I 

, w 3 q  ABSTRACT 
’0‘ J . 

A technique is described for steering a rocket vehicle to thrust ter- 
mination where the objective is to minimize the sum of the squares of 
the variations of the standard burnout conditions. The analysis is based 
upon a geometrical interpretation of an optimal trajectory, which is 
constructed from a simplified mathematical model of the motion of the 
vehicle. It is shown that there is an envelope of reachable points in 
the space of boundary condition variations and that the control (steer- 
ing) to be applied can be found by dropping a perpendicular to this 
envelope. An example of ascent guidance into near-Earth satellite orbit 
is worked out in detail, and numerical results are presented. It is shown 
that the control scheme is stable at the final time, and the relationship 
to the well known velocity-to-be-gained steering scheme is pointed out. , 

1. INTRODUCTION 

Final value control of a rocket vehicle during powered 
flight consists of varying the thrust attitude (steering 
angle) program in such a way that, for a given set of per- 
turbed position and velocity coordinates at a given initial 
time to, the mission objectives will be achieved at the 
final time T. The purpose of this Report is to describe a 
‘least squares” technique for analytically determining the 
steering angle program. It is assumed that the vehicle’s 
motion is restricted to a plane and that the time varying 
thrust acceleration level is given. We follow the well 
known approach of defining a state vector composed of 
the position and velocity coordinates of the vehicle and 

deal with variations of the state vector from some given 
preflight standard (nominal) trajectov. The analysis is 
carried out for the case of final time T being fixed, but 
the extension to the variable time case is outlined. 

The least squares final value control technique is de- 
\doped in Part V (Ref. l). In Part VI an application to a 
specific rocket guidance problem is described and ana- 
lyzed in detail. How this approach applies to the well 
known technique of velocity-to-be-gained steering is 
shown in Part VIII. The similar control schemes of Ref. 2 
and 3 are numerically compared. 

1 
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The notation employed is as follows: the independent 
variable is the time t ;  T is the fixed final time; other 
capital Roman letters are matrices; column vectors are 
indicated by a bar (-) over a small letter; the transcript 
of a vector or matrix is indicated by a superscript prime 
(’); and a subscript s refers to a time dependent quantity 
evaluated on the standard trajectory. A superscript 0 

refers to a variation in the end conditions arising only 
from a state vector variation at the initial time to, assum- 
ing no control variation is applied between to and T.  The 
notation &(t) indicates a variation from the standard 
value at the given time t;  that is, &(t) = %(t)  - Qt) .  
The notation (t)  occasionally will be omitted from equa- 
tions in order to simplify the exposition. 

II. FORMULATION OF THE PROBLEM 

Let the motion of the rocket vehicle be restricted to a 
plane, with equations of motion given by (Fig. 1) 

d - (2) = 
dt  

where 

- [xl, x,] = v‘ = the velocity vector of the vehicle; 
[x3, x4] = r’ = the position vector of the vehicle 
(? = V); a( t )  is the time varying prespecified thrust 

- 

x4 -I 5 =THRUST ACCELERATION 

acceleration level; k is the gravitational constant; B ( t )  is 
the steering angle to be determined when given the 
initial condition %(to), where t 2: to; X is the state vector. 
We imagine that there exists a preflight standard (nomi- 
nal) trajectory which has been optimized in the sense 
that the standard value of the steering angle O , ( t )  has 
been chosen so that at the fixed final time T the func- 
tional 

is a minimum, subject to 

i = l ,  ..., T i 3  

where the “boundary functions” Pi are some functions of 
the end conditions.’ We assume that all Pi  have the same 
physical dimensions in order to make intuitive sense out 
of the forthcoming analysis. Since this implies some 
arbitrary scaling of the pi, we have thus chosen a metric 
for the “boundary function space” whose coordinates are 
PI .  The definition af the metric is arbitrary and can be 
shown to not affect the optimality of the standard tra- 
jectory. (The physical nature of the problem often sug- 
gests an appropriate selection.) 

/ I /CENTRAL 
/’ GRAVITATING 

BODY 
- x 3  

Fig. 1. The powered flight trajectory 

‘This is the &layer formulation of the problem. Note that a prob- 
lem of the type p. = 1: b, E( t )  1 dt can also be formulated in 

this way by redefining thoe additional state variables &+, = b, for 
each such functional p, .  This generalization will not be treated 
here, however. 

2 
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For the convenience of the subsequent analysis we define the control variable 
to be 

y = 0 [a(t)]-l (4) 

where a(t)  is a given time-varying normalizing function. The definition of a(t)  is 
introduced below, where the motivation is apparent. 

Let us consider variations from the standard trajectory, described by the per- 
turbation equation (Ref. 4 and 5 )  

11 + higher order terms (5) 
d terms of the order 
-- (SF) = F6Z + GSy at 

where 

- 
.=I[$] = 

- 
0 1 0 0 0 

0 0 1 0 0 

[-a sin 

- 
-a sin 8 

0 

The matrices F( t ) ,  G(t), and H ( t )  are evaluated along the standard trajectory by 
substituting into Eq. (6) through (8) the standard values %(t) and 0, l t ) .  We hence- 

forth assume that the terms of order of magnitude 1 ;:;4Sx' 1 and the higher 

order terms are negligibly small compared to the other quantities on the right- 
hand side of Eq. (5); that is, the perturbed trajectory of the spacecraft remains 
sufficiently close to the standard path to allow the second order state variable 
deviations to be neglected. Thus we consider the modified second order perturba- 
tion equation consisting of the first three terms on the right-hand side of Eq. (5). 
We introduce the well known state transition matrix U(T,  t), defined by 

d 
U(T,t) = - U(T,t) F ( t )  (9) Zt 

U(T,T) = the identity 

3 
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from which it follows that 

+ negligible terms i = 0,1, . , , , T 

where 

111. A GEOMETRICAL 

v i ( t )  is the impulse response function for the boundary 
function pi, and &(t) is the weighting function for the 
boundary function pi. Equation (10) is the second order 
functional expansion which is exploited in this Report. 
The final value control problem consists of employing 
Eq. (10) to determine the 6y( t )  for any given SY(to). 

(10) 

Note that we are considering only small devia- 
tions in the control variable in this Report; that is, 
I6y ( t ) I  = l y ( t )  - ~ ( t ) ~ l  5 E ,  so that the second order 
terms in the functional expansion of the penalty function 
dominate the higher order terms. By this restriction, we 
are dealing with what is called a "weak" variation of 
y ( t )  in the terminology of the classical calculus of 
variations. 

INTERPRETATION OF OPTIMALITY 

In this Section we summarize the geometrical interpre- 
tation of optimality discussed in Ref. 1,6,  and 7. 

Suppose we construct an r + 1 by T + 1 dimensional 
Euclidean "boundary function" space (Fig. 2) with co- 
ordinates Spi as given by Eq. (10). Thus, the r + 1 
dimensional vector S F  is given by 

\ : I .  /. . . '  REACHABLE , : POINTS 

Fig. 2. The boundary function space for r = 1 

4 

where Sp is defined to be the effect of the initial condi- 
tion disturbance, that is, 

and the AF is defined to be the effect of varying the con- 
trol over the interval (to,T), that is, 

+ negligible terms 
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The standard trajectory corresponds to 88 = 0. The 
analysis of final value control from the geometrical point 
of view consists of finding those points in the boundary 
function space that can be reached by applying an arbi- 
trary control Sy(t) over the interval (to,T) and determin- 
ing the appropriate Sy(t) for a given SF. Clearly aU 
points in the neighborhood of 8 s  = 0 are not reachable 
if the standard trajectory has been designed so as to mini- 
mize Bo, subject to the end conditions; for this would 
imply that a point could be attained where aso is a nega- 
tive number and asi = 0 for i = 1,2,. . . , r, which is a 
contradiction. This intuitive notion leads directly to nec- 
essary conditions for optimality. 

l 

It is shown in Ref. 1 and 6 that, if the standard trajec- 
tory is optimal, there must exist for all times 0 5 to 5 T 
an orthonormal transformation (rotation) of the boundary 
function space which causes a linear combination of the 
influence functions to be zero. Thus, if I 

86 = L(to)  sp (14) 

where L(to) is the r + 1 by r + 1 orthonormal matrix 
I which diagonalizes the matrix 

M = 1 ‘ij(t) f’(t) a3 (15) 
0 

I then we have 

where 

{vi} are the elements of the first row of L. Indeed, Eq. 
(18) is the first necessary condition of the calculus of 
variations (equivalent to the Euler-Lagrange equations), 
and { v i }  are the well known Lagrange multiplim.2 
Furthermore, it follows thar 

which is the classical Legendre condition, and 

To simplify the subsequent analysis we assume that the 
trajectory is “strictly nonsingular,” that is, c(t) is strictly 
greater than zero. Then, without loss of generality, it may 
be assumed that c(t) = 1, for we now choose the nor- 
malizing factor a(t) of Eq. (4) to make this true. Thus we 
have the definition of m ( t ) ,  leading to a somewhat simpler 
form of the equations to follow. Indeed, with c(t) = 1 it 
is straightforward to show that the envelope of points 
reachable in the boundary function space is, to second 
order, explicitly given by the paraboloid‘ 

‘If the final time T were unspecified it would also be necessary 
8 6  = ( 8 6 ) ’  + i lrc( t )  SyZ(t) dt + negligible terms 

I 
0 (16) .-.[(%) ? +  (31 = 0. 

8s; = (Sa:)” + [ v:(t) 6y( t )  dt + negligible terms 

J to 
i =  1,2, ..., r 

Thus, in the r) coordinate system the impulse response 
function v*,(t) is identically zero, that is, 

‘Note that the second necessary condition would become the 
stronger Weierstrass condition if we pursued the analysis without 
the assumption that the magnitude of the impulse 8y( t )  is small; 
that is, if we assumed that only the integral of the impulse were 
small. The Legendre condition is sufficient for our purposes, how- 
ever, since we are considering here only weak (small) variations 
of the control function. With the simplified system model assumed, 
the first and second necessary conditions actually are sufficient 
conditions to establish a local optimum. A perturbation analysis of 
the more general system model is presented in Ref. 5 through 7, 
where it is shown that a condition analogous to the classical 
Jacobi condition must also be satisfied. 

‘Every point on this paraboloid represents one member of a “field” 
of exbemal trajectories which exist in the neighborhood of the 
standard trajectory. 

5 
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The { p L i } ,  which are the eigenvalues of the M matrix 
introduced in Eq. (15), are the radii of curvature of the 
envelope at the origin in the (Spa, Spi) plane. It can be 

seen that the orthonormal matrix L rotates the coordinate 
axes in the boundary function space to coincide with the 
principal axes of reachable envelope. , 

IV. CONTROLLABILITY 

The concepts of abnormality and uncontrollability 
(Ref. 8 and 9) are discussed in Ref. 1 and 6. It is pointed 
out that any optimal trajectory is always first order un- 
controllable, which means that Sp’, cannot be driven to 
zero when given some arbitrary (S /Y)’  if only the linear 
control terms of Eq. (10) are considered [recall that 
qt,(t) = 01. Therefore, it is legitimate to denote the p*, 
direction as the “uncontrollable direction” in the bound- 
ary function space, where this direction is determined by 
the Lagrange multiplier vector 

7 = [vo, VI,. . . v , ]  

This vector V is normal to the reachable envelope at the 
origin. It is also true that any other Sp; is first order un- 

”The definition of abnormality presented here is slightly different 
from that presented in Ref. 8, where ,8: = ,8, is also considered 
to be abnormal. This case corresponds to rotating the axes of the 
boundary function space (by the transformation L ) through an 
angle of precisely ~ / 2 .  

controllable if the corresponding p i  = 0 in Eq. (20), and 
this corresponds to the “abnormal” case in the classical 
calculus of variations (Ref. 8, page 210).5 To eliminate 
difficulties we shall, henceforth, assume that the trajec- 
tory is normal for all to < T.  The trajectory always 
approaches abnormality as to + T ,  however; for from 
Eq. (15) we have 

M f ( T )  ?(T) [T  - to] for small [T - to] (22) 

which is an (T + 1) by (T + 1) matrix of rank 1. 

The natural notion of second order controllability is 
introduced in Ref. 1, where an initial condition distur- 
bance Sp is said to be second order controllable if its 
negative image in the boundary function space lies with- 
in the reachable envelope. If this condition applies it fol- 
lows that the origin Sp = 0 can be reached with the 
given Sp; that is, there is a A p  such that A F  -k Sp = 0. 

6 
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V. LEAST SQUARES CONTROL 

I t  was pointed out in the previous part that all com- 
binations of boundary conditions are not reachable by 
varying the control function; indeed, near the final time 
the trajectory becomes abnormal (first order uncontrol- 
lable) of order r. Given an initial condition error iG(tJ7 
which maps to a boundary function variation SF, it is 
therefore reasonable to seek a Yeast squares” control 
scheme which seeks to minimize the magnitude of the 
final boundary function vector; that is, we minimize 
the performance index 

i = O  

where 8 s  is given by Eq. (10). Setting the first variation 
of p with respect to Sy(t)  equal to zero, it follows that 
the control to be applied is given by 

Multiplying Eq. (24) by qt( t ) ,  integrating, and solving 
for 8K we have 

The S/3; of Eq. (24) and (25) are the final values to be 
obtained, which can be found by dropping a perpendicu- 
lar from - (SF)” to the reachable envelope (Fig. 3). To 
show this, we multiply Eq. (24) by [Sy(t) as*,] and inte- 
grate to obtain 

where t is the tangent to the reachable envelope at A r  
[from Eq. (21)]. Although this nonlinear control scheme 
is easily dealt with graphically, it  is cumbersome analyt- 
ically (a cubic equation must be solved). In the Appendix 
simple approximations of Eq. (24) and (25) are developed. 

REACHABLE 
ENVELOPE 7 

Fig. 3. Geometrical interpretation of 
least sqwres control 

If all pi > > (SP’,), Eq. (25) yields 

and Eq. (24) becomes 

Thus we have very nearly a linear control law, which, 
from Eq. (16), (17), and (20), results in 

As the initial time to approaches the final time T, 
Eq. (22) shows that all influence functions except one 
approach zero. Taking this to be ?;(t), we have 

Equation (15) shows that pi + 0 for i = 0, 1,.  . . , r as 
to + T. Thus Eq. (24) and.(25) become 

limit (a<) = ( S p y  to+ T i = O , l , .  . . , r  (30) 

7 
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If (Sp:)" + 0 we have 6y(T) + 03, which is the correct 
response. Note that the control at the final time T is 
stable, in the sense that its magnitude does not go to 
infinity for arbitrary disturbances ( S p ; ) O ,  i = 1 , .  . T .  

It could be observed that SF = 0 also satisfies the 
least squares control criterion, and this resuIt can be 
achieved if the initial condition is second order control- 
lable. In this case the least squares control scheme does 
not yield the absolute minimum value of I Sp" 1, only a 
relative minimum. It does, however, yield a value of 
I Sp I which is less than or equal to that obtained with 
any other optimal control method, that is, a smaller I tip" 1 
than would occur if we minimized some linear combina- 
tion of the S,8: while setting some other T linear com- 
binations equal to zero. This conclusion, which follows 

from the above discussion, is verified graphically in 
Fig. 4 for the case of only one boundary function con- 
straint (T = 1). 

SCHEME a: 
/- LEAST 

SQUARES 
REACHABLE CONTROL 

Fig. 4. Geometrical comparison of two control schemes 

VI. ASCENT GUIDANCE INTO ORBIT 

As an application of the least squares control technique 
we consider the task of guiding a vehicle into a near- 
Earth satellite orbit. In  order to obtain closed form solu- 
tions we assume that the thrust acceleration magnitude is 
constant and that the gravitational acceleration can be 
approximated by a constant vector. The constant gravity 
assumption is a well known and reasonably accurate 
approximation for studies where the powered flight tra- 
jectory subtends a relatively small arc over the gravitat- 
ing body. Choosing the x4 axis along the gravity vector, 
the equations of motion become 

d li 
- ( 2 )  = 

i at 

1; 
L 

where 

a is the given constant thrust acceleration; g is the con- 
stant gravitational acceleration; e( t )  is the steering angle 
to be determined. 

We assume the standard steering program O,(t) has 
been chosen to minimize 

subject to 

pz = g/u (x, - T )  = 0 (35) 

where 

u and T are, respectively, the desired values of speed and 
altitude at injection into orbit. The factor g/u converts 
the position component x4 to physical dimensions of 
speed, where this particular arbitrary factor was sug- 
gested by the energy relationship 6 (specific energy) 

= 6 (% + gr )=  v ( sv + S T ) .  The performance in- 

dex to be minimized on the standard trajectory is given by 

p = vo P o  + "1 PI + v2 P 2  (36) 

vf = 1. where v i  is the Lagrange multiplier and 
i = o  

8 
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To further simphfy the forthcoming calculations, let us 
suppose that the x1 axis coincides with the direction of 
the thrust vector on the standard trajectory at the final 
time T. Thus, @,(T) = 0; and it follows that v1 = 0. We 
define the control variable to be [Eq. (4)lS 

(37) 

I t  is easily verified that the state transition matrix cor- 
responding to Eq. (32) is 

O1 
0 

where T = (T - t). The influence function vector is 

f 

e 

e 
d 

If the performance index [Eq. (%)I is to be minimized it 
follows that on the standard trajectory we must have 

and hence 

tan &(T)  = - (:) (&) 
Equation (19) becomes 

The transformation L(to) of Eq. (14) is (recall that 
v', + v; = 1) 

0 1 v2 

where 

'The radicand is guaranteed to be greater than zero by the 
Legendre condition. ascent guidance problem 

Fig. 5. Boundary function space for the 

9 
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IN IT IAL  TIME t 0 , s e c  

Fig. 6. The transformation and standard steering angles 

INITIAL TIME t o ,  s e c  

Fig. 7. Eigenvalues of the M (to) matrix 

After some calculation, it can be verified that Eq. (20) 
holds. Figure 5 presents a picture of the boundary func- 
tion space. 

To demonstrate the effect of following the simplified 
version of the least squares control technique (see 
Appendix) a standard trajectory was constructed with 
v P  = -0.9559, g = 32.0 ft/sec2, a = 96.0 ft/sec*, 
0 = 25,000 ft/sec, and T = 200 sec. Various initial con- 
dition errors &(to) were chosen for values of to ranging 
from 0 to 200 sec; the above described calculations were 
carried out ;  the resul tant  8p was obtained;  and  
S p  = L’(to)8p was computed. The auxiliary quantities 
O,(t), +(to), pLl(tO), and p2(tO) are shown in Fig. 6 and 7. 

2 00 
-8.0 

0 40 80 120 I60 

I ,  s e c  

Fig. 8. Impulse response function ?*, (1) for 
various initial times tn 

1 0  
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-15.0 

- -16.0 

0 0 

X 
- 
2 - + -17.0 + 
I - 
4 - 

XN 
F 

-18.0 

-1901 I I I I I 
0 40 80 I20 160 2 00 

t ,  s e c  

Fig. 9. Impulse response function 71 (t) for 
various initial times to 

RESPONSE TO 8Xl(t0) = I ft/sec I c 
LL RESPONSE TO 6x2 (to)= I ft/sec 

40 80 120 I 

INITIAL TIME to, sec 

01 
0 

~ 

a 3 204 

Fig. 10. Final values of altitude variation resulting 
from various initial condition disturbances 

The influence functions q:( t )  and v: ( t )  are plotted vs. t 
for various to in Fig. 8 and 9. In Fig. 10 and 11 we have 
the 6x,(T)  and 6x, (T)  resulting from applying the least 
squares control technique to correct selected values of 
initial condition variations for various initial condition 
times to. The corresponding Sr , (T)  is not shown because 
it is negligibly small when compared to 6r,(T). On Fig. 11 
is superimposed the value of 6x,(T) which is obtained 

I .o 1 I I 
RESPONSE TO 8Xl(to) = I ft/iec 

FROM EXTREMAL FIELO CONTRO 

0.9 I 1 
RESPONSE TO 8x2 (to) = I ft/sec 

I 

FROM EXTREMAL FIELD CONTROL r 

INITIAL TIME to, set 

Fig. 11. Final values of horizontal speed variation 
resulting from various initial condition 

disturbances 

11 
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from applying the extremal field control scheme de- 
scribed in Ref. 2 and 3,7 where &(T) and &(T) are held 

equal to zero. (The response to s x , ( t , )  = lo00 ft is not 
shown because it is off the graph.) Note that the sum of 
the squares of the three final state variations for the least 

resulting from extremal field control, as expected. 
'These data were obtained from an unpublished work by Dr. Byron squares control scheme is always less than the [8x1(T)l2 
D. Tapley of the University of Texas. 

VII. THE MINIMUM TIME TRAJECTORY 

The analysis thus far has considered only the case of 
fixed final time, but the minimum time problem also fits 
within the framework of this analysis. In preparation for 
the analysis presented in Part VIII, this well known con- 
clusion is discussed here. 

Suppose we are  to  achieve the  conditions 
pi [Z(T), TI = 0 in minimum time, for i = 0,1, . . . r ,  where 
pi is as described in Section 11. We assume the existence 
of a standard trajectory with final time T,,  and for any 
neighboring perturbed trajectory we have, to first order, 

where 

dT = T - T ,  

- 
;, = [(S) (2,) + (31. 

Let us choose the ( r  + 1) b y  ( r  + 1) orthonormal matrix 
K ,  with first row equal to (p i )  ( I  g, I-l), and the other rows 

orthogonal to this vector and normalized but otherwise 
arbitrary. Premultiplying Eq. (47) by K we have 

Thus 

+ dT (48) 

(49) 

Equation (49) implies that dT can be made nonzero if 
there exists a control varittion which, to first order, 
yields 8,8,(T8) # 0 and 6Pi(T,) = 0 for i = 1,. . . r. 
Thus we conclude that satisfying Pi[E(T), TI = 0 for 
i = O,, 1, . . . r in minimum time is equivalent to minimiz- 
ing p, [Z(T) ,T]  in  t he  fixed t ime T , ,  subject  to  
j3i[Z8(T8), T , ]  = 0 for i = 1, . . . r.  Thus we proceed as in 
the fixed time case, where 

12 
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VIII. MINIMIZING VELOCITY TO BE GAINED 

The well known velocity-to-begained guidance scheme 
can be developed by supposing that there is a moving 
target point to be intercepted at some future time tf > T,, 
where T, the time of thrust termination on the standard 
trajectory. Letting the position components be denoted 
by 7 = [x,, x4] a n d  t h e  velocity coordinates by 
7 = [xl, xz], the guidance task at thrust termination is 
to null the predicted target  error;  t h a t  is, se t  
6F(tf) = Y(tf)  - r(tj)target = 0. We imagine applying a 
corrective velocitv impulse A? at T,  to obtain 

- 

The term AC is called the "velocity to be gained" for the 
given 6Fand 6v', and from Eq. (50) is found to be 

The velocity to be gained is physically realized by vary- 
ing the thrust termination time by a small amount AT, 
thus 

where 

AT = {AT 1 [a(?',,)]-' (54) 

and Aul, AvZ are obtained from Eq. (51). In practical 
applications Eq. (53) and (54) are employed to solve for 
B and AT near the final time T,, with steering during 
the early phases of flight constructed {usually pragmat- 
ically) in such a fashion as to minimize the predicted 
magnitude I Ai; I. 

Let us show that the velocity-to-be-gained guidance 
scheme can be obtained by applying the least squares 
control technique discussed above. We consider the prob- 
lem of attaining in minimum time an Si(T,) which will 
cause E(+) = 0. Applying the results of the previous 
section, with ABo = AvI and A& = Av', we have from 
Eq. (51), 

where I is the 2 by 2 identity matrix and ( : ) indicates 
a matrix partitioning. Employing least squares control, we 
find from Eq. (31) that the final value of the control vari- 
ation is given by 

where 

Without loss of generality we choose the xl coordinate 
axis to be parallel to the thrust vector at T, on the stan- 

and m'(Td) = [&)I. From Eq. (56) and (57) we now 
have 

dard trajectory. It follows that 68(T8) = 0, V o  = 1, V z  = 0, 

Equation (58) is the expression for B which would be ob- 
tained from expanding to first order the left hand side of 
Eq. (53). If we agree to adjust A T  by Eq. (54) it follows 
that, to first order, the velocity-to-be-gained steering 
technique can be thought of as a special case of least 
squares control. 
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IX. CONCLUSION 

A final value control scheme has been presented which 
minimizes the magnitude of the variation in the boundary 
function vector. It was shown that the control scheme is 
stable at the final time, and a correspondence between 
this approach and the well known velocity-to-be-gained 
steering scheme has been established. Although only a 
simplified set of perturbation equations have been ana- 
lyzed, the extension to include the second-order state 
variation terms, and the state variation/control variation 
terms, is not theoretically difficult. This mathematical 
model is discussed in Ref. 1, 5, 6 and 7. 

The control problem treated here is related to the task 
of minimizing a quadratic function of the final state vari- 
ables for a linear, completely controllable system (Ref. 9). 
Because of the optimality of the standard trajectory, how- 
ever, the perturbation equations we consider always yield 
a dynamic system which is guaranteed first order uncon- 
trollable. This particular property is of central importance, 
because, if the system were completely controllable, the 

best least squares control would be attained by simply 
nulling the end condition variations. A control law which 
is linear in the state variations would accomplish this 
purpose. Unlike this well-known result, the approach 
taken here yields a nonlinear control law, which nulls the 
final state variations “as closely as possible.” It is inter- 
esting that Eq. (27) and (28) show that, if the eigenvalues 
pi are sufficiently large, the least squares control approxi- 
mately nulls the r controllable boundary conditions and 
leaves the uncontrollable component unchanged. This is 
the solution one would intuitively expect. 

It should be noted that the numerical results obtained 
depend upon the metric chosen for the boundary function 
space, that is, the weighting factors assigned to the indi- 
vidual boundary function variations. This choice might be 
made empirically or be based upon physical reasoning. In 
any case the sum of the squares of the boundary function 
variations would be less than or equal to that obtained 
for any other control scheme having the same metric. 

REFERENCES 

1. Pfeiffer, C. G., ”Some Theoretical Considerations Arising in Guidance Analysis,” 
Proceedings of the AAS Symposium Towards Deeper Space Penetration, Montreal, 
Canada, December 29, 1964. 

2. Breakwell, Speyer, and Bryson, ”Optimization and Control of Nonlinear Systems 
Using the Second Variation,” SlAM Journal On Control, Series A, Vol. 1, No. 2, 1963. 

3. Kelley, H. J., “Guidance Theory and Extrema1 Fields,” IRE Transactions on Automatic 
Control, Vol. AC, No. 7 (1962), pp. 75-82. 

4. Pfeiffer, C. G., “Theory and Application of the Critical Direction Method of Trajec- 
tory Optimization,” Proceedings of the /AS Symposium on Vehicle Systems Optimiza- 
tion, Institute of the Aerospace Sciences, New York, 1961. 

5. Pfeiffer, C. G., “On the Second Variation of an Optimal Trajectory,” Space Programs 
Summary No. 37-26, Vol. IV, Jet Propulsion Laboratory, Pasadena, April 1964. 

6. Pfeiffer, C. G., “A Geometrical Interpretation of an Optimal Trajectory,“ Space Pro- 
grams Summary No. 37-27, Vol. IV, Jet Propulsion Laboratory, Pasadena, July 1964. 

7. Pfeiffer, C. G., “A Fundamental Theorem on Optimal Control,” Space Programs 
Summary No. 37-28, Vol. IV, Jet Propulsion Laboratory, Pasadena, August 1964. 

8. Bliss, G. A., Lectures in the Calculus of Variations, University of Chicago Press, Chi- 
cago, 1946. 

9. Kalman, R. E., On the General Theory of Control Systems, paper given at the First 
International Congress on Automatic Control, Moscow, 1960. 

14 



8 

JPL TECHNICAL REPORT NO. 

APPENDIX 

A derivation of simplified expressions for the least 
squares control variation, and the resulting SE [Eq. (M), 
(%)I is presented in this Appendix. 

We consider first the case of one constraint (r = 1) 
and, to simplify notation, define 8 6  = x and 8 6  = y. 
Given 

we seek the vector 

6r = [b,, b,] = [ SP:, SP;] 

which is the perpendicular dropped from the tip of E to 

the reachable envelope y = ($)(Fig. 3). If 

E’ = [c,, cz] = [ APT, AP:] 

we have 

(1) F = Z  + E  
X2 

(2) E touches the parabola y = - 
2P 

(3) L is orthogonal to the parabola at the contact 
point 

must be of the form Thus, 

- 
b’ = k [ 4, - 1 1  

Where k is a proportionality factor, and we have the 
following two simultaneous equations for c, and k: 

= c1 
kcl 

a, + - 
F 

Eliminating k, we obtain the cubic equation 

c13 + 2p ( p  - a,) c, - 2pza1 = 0 (A41 

Equation (5) becomes 

If 

then 

d > 0 implies that Eq. ( A 4 )  has one real and two 
imaginary roots. 

d 5 0 implies that Eq. (A4)  has three real roots 

The case d 5 0 can only occur for relatively s m a l l  values 
of p, which occurs when the initial time to approaches the 
final time T. In this instance we arbitrarily choose 
the solution of Eq. ( A 4 )  which yields the smallest value 
of lcll, thereby assuring that (c,/p) always goes to 
- (a,/a,) at the final time. 

To avoid solving the cubic equation, we seek an 
approximate expression for Eq. (A-5). Writing Eq. (A4)  
in the form 

we have 

if 

(A-7) 

(A-9) 

where E is a small number. The test Eq. (A-9) can only 
be violated when p becomes the same order of magni- 
tude as a,, that is, when p is small. In that instance we 
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further approximate the correct result by arbitrarily set- 
t i n g p  = 0. 

where a test of the type Eq. (A-9) must be applied to 
each pi. From Eq. (A-8) it follows that the approximate 
expression for 8/3: is of the form of Eq. (W), except that 
(SP.0) is replaced with ( 8 p ; ) O .  From Eq. (16) and (A-10) it 
follows that the approximate expression for (Sp',,) is given 

For the multiconstraint case (r > 1) we employ the 
Same approximation technique for each SPI, i = 1, . r ,  
resulting in the control variation [Eq. (24)] by 
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